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Most popular design today (e.g., Linux, Windows, BSD)
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App 1

Let applications interface directly with the NIC and implement the network 
stack in a library

Avoids the additional data movement imposed by the kernel stack
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① Can Norman design scale to support enough 
connections?

② How to make an FPGA reconfigurable enough 
for our purposes?
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Kernel interposition is essential

The KOPI architecture gives a path to restore interposition without 
reintroducing overheads


