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Abstract

Hosts have historically been designed around the CPU, with peripheral devices play-
ing an auxiliary role. Today, however, the rise of specialized computing architectures has
shifted the role of peripheral devices. Accelerators and SmartNICs now perform a sig-
nificant fraction of computation and can work independently from the CPU. Yet, existing
abstractions for intra-host communication still assume CPU control. This abstraction mis-
match forces the CPU to be on the datapath; compromising performance and scalability.
These problems stem from three fundamental issues with existing abstractions. First, exist-
ing abstractions need ad hoc and complex routing logic between devices, requiring the CPU
to be involved in the routing of data, even when the data does not need to be processed on
the CPU. Second, existing abstractions make data accesses unpredictable, making it hard to
mask access latencies. Finally, existing abstractions impose fixed and application-specific
data formats, requiring the CPU to reformat the data in order to glue different devices and
applications.

The main claim in this work is that streaming abstractions allow intra-host communi-
cation to be more scalable and performant. Regarding routing, streaming allows the CPU
to be removed from the datapath, only being used to make coarse-grained decisions that
can then be implemented in the dataplane outside the CPU. Regarding access latencies,
streaming makes data accesses predictable; this can be leveraged by CPUs and accelerators,
allowing them to fetch the next input ahead of time. Regarding data format, streaming does
not impose data boundaries, allowing the same interface to be used for different kinds of
functionalities with minimal glue logic.

We show the benefits of streaming for intra-host communication with Ensō, a streaming
interface designed for communication between NICs and the CPU. We then discuss our
proposal for bringing the benefits of streaming to other devices through a programmable
host interconnect.
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1 Introduction
Historically, the primary purpose of host interconnects was to connect the CPU to I/O de-
vices [10, 35, 36]. The underlying assumption behind this design is that CPUs are the primary
computing device, and peripheral devices simply allow the CPU to interface with the outside
world. Network Interface Cards (NICs) connect the CPU to the network, Graphics Cards (GPUs)
connect the CPU to displays, and Sound Cards connect the CPU to speakers and microphones.
The interface exposed by these devices also reflects this assumption. Existing interfaces assume
CPU control, making the CPU responsible for orchestrating data that come in and out of the
peripheral device.

Over the last 20 years, however, peripheral devices have become more complex, taking over
an increasing fraction of the computation originally performed at the CPU. This trend manifests
itself in two ways: Existing I/O devices are now capable of much richer computation and many
accelerators have been proposed that deliver better performance per watt than traditional CPUs
by targeting a narrower set of applications [1, 34, 48, 51, 54, 80, 81, 88].
I/O Devices with richer computation: I/O devices such as NICs and GPUs now support
a wide range of offloads. In the case of NICs, offloads range from simple operations, such
as checksum [22, 41], to complex transport protocol implementations [4, 17, 28, 87] or even
support for arbitrary computation—in the case of SmartNICs [67, 71] and DPUs [45]. GPUs
have followed a similar path, offering increasingly more complex offloads as well as the ability
to perform arbitrary computation [75].
Accelerators: Different from I/O devices, where data sent from the CPU is directed outside.
Accelerators do some computation on the data and then direct the output back to the CPU.
Accelerators also rely on specialized architecture in order to improve performance for a par-
ticular class of applications. In fact, while GPUs were originally conceived as an I/O device,
their ability to do highly parallel computation more efficiently than the CPU has caused them
to be increasingly used as an accelerator, where the result of the computation is sent not to an
external display but back to the CPU itself.

With peripheral devices becoming more capable, the assumption of CPU control is increas-
ingly inadequate. Some peripheral devices are now able to process data at an order of magnitude
higher bandwidth than existing CPUs [51]. As a result, imposing CPU control causes the CPU
to become a bottleneck when the goal is simply to feed accelerators with data coming from the
network. Moreover, as we will see in more detail in §2.2, having the CPU in control imposes ex-
tra round trips over the host interconnect and prevents peripheral devices from communicating
efficiently among each other.

This work argues that streaming abstractions are better suited for interconnecting comput-
ing devices within a host. Using streaming abstractions leads to several advantages over the
existing CPU-controlled interfaces we use today:
Dataplane routing: Existing CPU-controlled interfaces assume a shared memory abstraction,
which requires the CPU and the device to coordinate access to the memory. Because of the
assumption of CPU control, typically the CPU is responsible for managing the shared memory,
deciding where to place every piece of data that the device outputs. With streaming, all pieces
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of data belonging to the same stream can be routed in the same way. As a result, the decision
of where to send each piece of data can be executed in the dataplane—demultiplexing in I/O
devices (§3) or routing in the host interconnect (§4). This avoids coordination overheads, as
well as the need for the CPU to be involved in every transfer.
Data push: Another issue with the shared memory model is that communication is often
done by exchanging pointers to arbitrary memory locations. While exchanging pointers be-
tween devices can be used to avoid explicit data copies, it also leads to unpredictable memory
accesses—as the devices cannot know where the data is until they access the pointer. This un-
predictability prevents optimizations such as prefetching, exposing memory access latencies.
Streaming instead allows one device to push data to another, masking memory access latencies.
In the case of data being pushed to the CPU, streaming allows data from the same stream to
be placed sequentially in host memory, allowing the CPU to prefetch subsequent data ahead of
time (§3). When sending data to devices, streaming allows data to be pushed directly to device
memory (§4), avoiding multiple round trips over the host interconnect.
Bytestream abstraction: The need to coordinate shared memory also requires assumptions
about data formats. When the size of the data is not known a priori, devices need to choose
between two different strategies: They can either wait for the data to arrive before requesting
space in the shared memory, which inflates latency; or they can preallocate fixed-sized buffers.
Fixed-sized buffers work reasonably well for lower-level functionality that rely on fixed-sized
units, e.g., packets in the case of NICs, or blocks in the case of disks. But because peripheral
devices increasingly operate at a higher level, data sizes can exceed the low-level blocks. As
such, fixed-sized buffers often lead to data fragmentation when high-level data exceed the buffer
size. Fragmentation adds overhead, as it requires us to recombine the different pieces of data
before processing. Fragmentation also amplifies memory access latency overheads, as we need
to do multiple pointer chases to access the same data. Streaming instead allows us to expose a
bytestream abstraction that gives the illusion of an unbounded buffer. This avoids fragmenta-
tion without the need to know the data sizes a priori. A bytestream abstraction also provides
generality as it can serve as a unifying abstraction in which devices can overlay different kinds
of data. Having a unified abstraction simplifies interoperability between different devices.

In summary, this work supports the following thesis:

Thesis Statement: Streaming abstractions improve interoperability and efficiency for intra-
host communication by providing a unifying abstraction, routing data on the dataplane, and mak-
ing data access patterns predictable.

1.1 Outline
We start by describing how existing device interfaces typically work and the problems they
cause by assuming CPU control §2. We then describe Ensō, a streaming interface between an
I/O device (NIC) and the CPU in §3. Then, in §4, we discuss our proposed work to enable
streaming abstractions among peripheral devices on the server through a programmable host
interconnect. Finally, in §5 we detail the expected timeline until the PhD defense.
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2 Background and Motivation
In what follows we describe how existing accelerator interfaces work (§2.1) and how the as-
sumption of CPU control imposes unnecessary overheads (§2.2).

2.1 Existing Accelerator Interface
While peripheral devices perform an increasing amount of functionality and can often process
data at a higher bandwidth than the CPU itself, the interface that they expose is still designed
with the same assumption that we had when peripheral devices were simply a way for the
CPU to interface with the outside world. As a result, their interfaces push control to the CPU.
Making the CPU responsible for coordinating all data that come in and out of the device.

We illustrate a typical accelerator interface in Figure 1. It shows an example of a CPU
contacting an Intel QAT Card [48] used to offload encryption. The CPU sends commands to
the QAT card using a command queue that is stored on host memory. The command queue is
implemented as a ring buffer with the tail pointer controlled by the CPU and the head pointer
controlled by the QAT card. Each descriptor enqueued by the CPU includes a command (e.g.,
encryption algorithm to use), as well as pointers to the input and output buffers.

After enqueueing the descriptors, the CPU advances the tail pointer using an MMIO write
to the device 1 . The device then uses a DMA read to read the descriptor 2 and a second DMA
read to read the input buffer 3 . After completing the operation, the device writes the output
of the computation to the output buffer, using a DMA write 4 , and overwrites the original
descriptor with a completion notification, with another DMA write 5 . Note how this interface
gives full control over both input and output data to the CPU. It also gives the CPU control over
the accelerator functionality, making it responsible for feeding the accelerator with commands
that determine what it should process next.

The above description applies to a typical accelerator interface—where the descriptor spec-
ifies both an input and an output. But the interface exposed by existing NICs also assume
CPU control and works similarly. In §3.1.1, we describe existing NIC interfaces in more detail,
highlighting how the assumption of CPU control leads to analogous issues.

2.2 Mismatch Between Devices’ Interface and Usage
Although modern peripheral devices are increasingly more capable of operating independently
from the CPU, they still expose an interface designed for CPU control. This mismatch artificially

④ Write

     Output

③ Read

     Input

CPU

ickAssist Accelerator

Input Buffer

Output Buffer
Command eue

② Read

     Descriptor

① Tail

     Update

⑤ Write

     Completion

Figure 1: Steps to send an operation to an accelerator using a typical interface. Existing interfaces
assume CPU control, making the CPU decide which commands to run and where to place every output.
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increases the importance of the CPU when pushing data in and out of devices. Ultimately, this
reliance on the CPU leads to performance and usability issues. In what follows, we highlight
three main features of existing device interfaces that lead to this mismatch as well as the issues
that they cause:
CPU-based routing: Existing interfaces assume peripheral devices are not in control of where
to direct data. These data can be the output of a computation, in the case of accelerators; or
data that arrived in the host, in the case of NICs. Instead, the other endpoint, typically the CPU,
is responsible for determining where the device will direct the data. Requiring that the CPU
decide the fate of every piece of data leads to two main issues:
Coordination overhead: Because routing decisions (i.e., where to direct the data) are made
separately for every piece of data, this adds computation overhead to the CPU. Moreover, in
order for the device to know where to direct the data, the CPU must send routing decisions
over the interconnect, which wastes interconnect bandwidth with metadata. As we will see in
§3.1.1, in the case of NICs, having an interface that is designed to facilitate routing on the CPU
leads to up 39% of the PCIe bandwidth to be used with metadata alone. In contrast, when the
NIC itself is in charge of making routing decisions, this overhead drops to around 1%.
Inefficient device chaining: Since the CPU determines the destination for the device’s output,
multiple devices cannot be chained together without CPU mediation. As a result, we need to
use the CPU to orchestrate transfers between devices, even when data never need to go to the
CPU.
Communication using shared memory addresses: As exemplified in §2.1, existing NIC
and accelerator interfaces often expose a combination of command queues and data buffers to
coordinate access to a shared memory. The CPU enqueues descriptors to the command queue
that point to data buffers in arbitrary memory locations. Because memory locations are arbi-
trary, this leads to what we call chaotic memory accesses. Unpredictable accesses prevent devices
from benefiting from optimizations such as prefetching, used to fetch the next data ahead of
time. For instance, in the case of NICs communicating with the CPU, we see that unpredictable
accesses cause up to 55% miss ratio in the CPU L2 cache. A similar problem manifests itself
in accelerators, where the device can only fetch the data after receiving a descriptor, having to
wait an extra PCIe RTT before it can access the data. Giving up the shared memory model in
favor of more predictable accesses allow us to mask access latency and improve performance.
Incompatible data formats: The assumption of CPU control also places constraints on the
data format output by the devices. Because the location where the device will write the output
of a computation is controlled by the CPU, the CPU needs to predetermine the size of the output
buffer. This is a problem when we do not know the size of the data beforehand. If the data end
up being larger than the buffer, the device needs to split the data among multiple buffers, leading
to fragmentation. Fragmentation amplifies the problem of chaotic memory accesses and adds
overhead at the CPU needs to spend cycles recombining the data.

All of these issues arise from the existing interfaces exposed by peripheral devices. As we
will see in the next sections, using streaming abstractions helps us overcome the above issues.

4



3 Ensō: A Streaming Interface for NIC-Application Com-
munication

Network performance dictates application performance for many of today’s distributed and
cloud computing applications [53]. While growing application demands have led to a rapid
increase in link speeds from 100 Mbps links [33] in 2003 to 100 Gbps in 2020 [97] and 200 Gbps
in 2022 [64], a slowdown in CPU scaling has meant that applications often cannot fully utilize
these links. Consequently, recent changes to NICs and networked software have focused on
reducing the number of CPU cycles required for communication: NIC offloads allow the NIC
to perform common tasks (e.g., segmentation) previously implemented in software; and more
efficient network I/O libraries and interfaces, including DPDK and XDP, allow applications
to reduce processing in the network stack. We begin with the observation that despite these
changes, utilizing 100 Gbps or 400 Gbps links remains challenging. We demonstrate that this
is because of inefficiencies in how software communicates with the NIC. While NICs and the
software that communicate with them have themselves changed significantly in the last decade,
the NIC-to-software interface has remained unchanged for decades.1

Most NICs currently provide an interface where all communication between software and
the NIC requires sending (and receiving) a sequence of fixed-size buffers, which we call packet
buffers in this proposal. Packet buffer size is dictated by software, and is usually chosen to be
large enough to fit MTU-sized packets, e.g., Linux uses 1536 byte packet buffers (sk_buffs)
and DPDK [21] uses 2kB packet buffers (mbufs) by default. We use the term packetized NIC
interface to refer to any NIC-to-software interface that uses packet buffers for communication.
We observe that two changes in how NICs are used today have led to an impedance mismatch
with packetized interfaces.

First, many NIC offloads such as TCP Segmentation Offloading (TSO) [22, 41], Large Receive
Offloading (LRO) [17], serialization offloads [49, 79, 94], and transport offloads [4, 17, 28, 87]
take inputs (and produce outputs) that can span multiple packets and vary in size. In using
these offloads with a packetized interface, software must needlessly split (and recombine) data
into multiple packet buffers when communicating with the NIC.

Second, software logic for sending (and receiving) packets uses batches of multiple packets
to reduce I/O overheads. In the common case, NICs and software process packets in a batch
sequentially. However, packetized interfaces cannot ensure that packets in a batch are in con-
tiguous and sequential memory locations, reducing the effectiveness of several CPU and IO
optimizations.

This mismatch between how modern NICs are used and what the packetized interface pro-
vides causes three problems that affect application performance:
Packetized abstraction: While imposing fixed-size buffers works reasonably well when soft-
ware always needs to exchange MTU-sized packets, it becomes clumsy when used with higher-
level abstractions such as application-level messages (e.g., RPCs), bytestreams, or even simpler
offloads such as LRO. When using this interface, the NIC (or software) must split messages that
are larger than the packet buffer into multiple packet buffers. Applications then need to deal

1Osiris [24], published in 1994, describes an interface that is nearly identical to the one adopted by many
modern NICs.
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with input that is split across multiple packet buffers. Doing so either requires that they first
copy data to a separate buffer, or that the application logic itself be designed to deal with pack-
etized data. Indeed, implementing any offload or abstraction that deals with more than a single
packet’s worth of data (e.g., transport protocols, such as TCP, that provide a bytestream ab-
straction) in a NIC that implements the packetized interface requires copying data from packet
buffers to a stream. This additional copy can add significant overhead, negating some of the
benefits of such offloads [82, 96].
Poor cache interaction: Because the packetized interface forces incoming and outgoing
data to be scattered across memory, it limits the effectiveness of prefetchers and other CPU
optimizations that require predicting the next memory address that software will access—a
phenomenon that we refer to as chaotic memory access. As we show in §3.3, chaotic memory
accesses can significantly degrade application performance, particularly those that deal with
small requests such as object caches [9, 63] and key-value stores [5, 57].
Metadata overhead: Since the packetized interface relies on per-packet metadata, it spends a
significant portion of the PCIe bandwidth transferring metadata—as much as 39% of the avail-
able bandwidth when using small messages. This causes applications that deal with small re-
quests to be bottlenecked by PCIe, which prevents them from scaling beyond a certain number
of cores. The use of per-packet metadata also contributes to an increase in the number of mem-
ory accesses required for software to send and receive data, further reducing the cycles available
for the application. We observed scalability issues due to PCIe bottleneck in our implementation
of Google’s Maglev Load Balancer [25].

In this section, we describe Ensō, a new interface for NIC-application communication that
breaks from the lower-level concept of packets. Instead, Ensō provides a streaming abstraction
that the NIC and applications can use to communicate arbitrary-sized chunks of data. Doing so
not only frees the NIC and application to use arbitrary data formats that are more suitable for
the functionality implemented by each one but also moves away from the performance issues
present in the packetized interface. Because Ensō makes no assumption about the data format
itself, it can be repurposed depending on the application and the offloads enabled on the NIC.
For instance, if the NIC is only responsible for multiplexing/demultiplexing, it can use Ensō
to deliver raw packets; if the NIC is also aware of application-level messages, it can use Ensō
to deliver entire messages and RPCs to the application; and if the NIC implements a transport
protocol, such as TCP, it can use Ensō to communicate with the application using bytestreams.

To provide a streaming abstraction, Ensō replaces ring buffers containing descriptors, used
by the current NIC interface, with a ring buffer containing data. The NIC and the software
communicate by appending data to these ring buffers. Ensō treats buffers as opaque data, and
does not impose any requirements on their content, structure or size, thus allowing them to
be used to transfer arbitrary data, whose size can be as large as the ring buffer itself. Ensō
also significantly reduces PCIe bandwidth overhead due to metadata, because it is able to ag-
gregate notifications for multiple chunks of data written to the same buffer. Finally, it enables
better use of the CPU prefetcher to mask memory latency, thus further improving application
performance.

Although the insight behind this design is simple, it is challenging to implement in prac-
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tice. For example, CPU-NIC synchronization can easily lead to poor cache performance: any
approach where the NIC and CPU poll for changes at a particular memory location will lead
to frequent cache invalidation. Ensō avoids this obstacle by relying on explicit notifications for
CPU-NIC synchronization. Unfortunately, explicit notifications require additional metadata to
be sent over the CPU-NIC interconnect, which can negate any benefits for interconnect band-
width utilization. Ensō mitigates this overhead by sending notifications reactively.

To understand its performance, we fully implement Ensō using an FPGA-based SmartNIC.
In §3.3 we present our evaluation of Ensō, including its use in four applications: the Maglev load
balancer [25], a network telemetry application based on NitroSketch [60], the MICA key-value
store [57], and a log monitor inspired by AWS CloudWatch Logs [7]. We also implemented a
software packet generator that we use in most of the experiments.2 We observe speedups of
up to 6× relative to a DPDK implementation for Maglev, and up to 1.47× for MICA with no
hardware offloads.

Finally, while Ensō is optimized for applications that process data in order, we show that
Ensō also outperforms the existing packetized interface when used by applications that process
packets out of order (e.g., virtual switches), despite requiring an additional memory copy.

Ensō is fully open source, with our hardware and software implementations available at
https://enso.cs.cmu.edu/.

3.1 Background and Motivation
The way software (either the kernel or applications using a kernel-bypass API) and the NIC
exchange data is defined by the interface that the NIC hardware exposes. Today, most NICs
expose a packetized NIC interface. This includes NICs from several companies including Ama-
zon [3], Broadcom [13], Intel [41], Marvell [62], and others. Indeed, prior work [76] found that
of the 44 NIC drivers included in DPDK, 40 use this interface. Due to its ubiquity, the packetized
NIC interface has dictated the API provided by nearly all high-performance network libraries,
including io_uring [18], DPDK [21] and netmap [83]. In this section, we describe the packetized
NIC interface and highlight some of the issues that it brings to high-performance applications.

3.1.1 Packetized NIC Interface

A core design choice in the packetized NIC interface is to place every packet in a dedicated
packet buffer. The NIC and the software communicate by exchanging packet descriptors. De-
scriptors hold metadata, including packet size, what processing the NIC should perform (e.g.,
update the checksum or segment the packet), a flag bit, and a pointer to a separate packet buffer
which holds the actual packet data. Most packet processing software pre-allocate a fixed num-
ber of buffers for packets; new packets (either generated by an application or incoming from the
network) are assigned to the next available buffer in the pool, which may not reside in memory
anywhere near the preceding or following packet. Because software does not know the size of
incoming packets beforehand, buffers are often sized so that they can accommodate MTU-sized
packets (e.g., 1536B in Linux and 2kB in DPDK).

2Developing this software packet generator was a necessary first step in evaluating Ensō because no existing
software packet generators could scale to the link rates we needed to stress test Ensō!
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Figure 2: Data structures used to receive packets in a packetized NIC interface. Each packet is placed
in a separate buffer that can be arranged arbitrarily in memory.

Figure 2 shows an example of a packetized NIC interface being used to receive four packets
from a particular hardware queue on the NIC. The NIC queue is associated with a set of NIC
registers that can be used to control a receive (RX) descriptor ring buffer and a transmit (TX)
descriptor ring buffer. Before being able to receive packets, the software informs the NIC of
the addresses of multiple available buffers in its pool by enqueueing descriptors pointing to
each one in the RX descriptor ring buffer. The NIC can then use DMA to write the incoming
packet data into the next available packet buffer and enqueue updated descriptors containing
metadata such as the packet size. Importantly, the NIC also sets a ‘flag’ bit in the descriptor to
signal to the software that packets have arrived for this buffer. Observing a notification bit for
the descriptor under the head pointer, the software can then increment the head pointer.

A similar process takes place for transmission: the sending software assembles a set of
descriptors for packet buffers that are ready to be transmitted and copies the descriptors—but
not the packets themselves—into the TX ring buffer; the flag bit in the descriptor is now used
to signal that the NIC has transmitted (rather than received) a packet.

One of the major benefits of dedicating buffers for each packet is that multiplex-
ing/demultiplexing can be done efficiently in software. If the software transmitting packets is
the kernel, this might mean associating each descriptor/packet pair with an appropriate socket;
if the software in use is a software switch [37, 74] this might mean steering the right packet
to an appropriate virtual machine. Either way, the cleverness of the packetized NIC interface
in using dedicated packet buffers shines here: rather than copying individual packets in the
process of sorting through inbound packets, the switching logic can deliver packet pointers to
the appropriate endpoints. These packets can then be processed and freed in arbitrary order.

The usage model for a modern high-performance software stack, however, looks very dif-
ferent. Instead of one software entity (e.g., kernel, software switch) mediating access to the
NIC, there may be many threads or processes with direct NIC access (i.e., kernel bypass). High-
performance NIC ASICs expose multiple hardware queues (as many as thousands [41]) so that
each thread or process can transmit and receive data directly to the NIC without coordination
between them. The NIC then takes on all of the responsibilities of demultiplexing, using, e.g.,
RSS [91], Intel’s Flow Director [41], or (for a very rich switching model) Microsoft’s Accel-
Net [29]. In this setting, the multiplexing/demultiplexing capabilities of the packetized NIC
interface offer no additional value.
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Figure 3: PCIe bandwidth and cache misses for an application forwarding small packets with a packe-
tized NIC interface (E810).
3.1.2 Issues with a Packetized Interface

While many high-performance applications today gain little from a packetized interface, they
still need to pay for the overheads accompanying it. Shoehorning data communication between
the NIC and applications into fixed-sized chunks leads to inefficient use of CPU caches and
PCIe bandwidth for small requests, as well as additional data copies due to fragmentation for
applications that rely on large messages or bytestreams.

In this section, we conduct microbenchmarks that isolate these issues, and in §3.3, we also
show the impact that these issues have on real applications.
Chaotic Memory Access: We experiment with a simple DPDK-based ping/pong program (a
description of our testbed is in §3.3) which receives a packet, increments a byte in the packet
payload, and re-transmits it. For this program, we observed maximum throughput of 40 Gbps
using a 100 Gb NIC (Intel E810) and a single 3.1 GHz CPU core. When we conduct a top-down
analysis [47], we see that the application is backend-bound, primarily due to L1 and L2 cache
misses. Figure 3a shows around 6% miss ratio for the L1d and a 55% miss ratio for the L2 cache.
This high cache miss ratio is a direct consequence of using per-packet buffers in the packetized
NIC interface. First, because packet buffers themselves are scattered in memory, reads and writes
to packet data evade any potential benefit from shared cache lines or prefetching.3 Applications
like key-value stores [5, 57] or packet processors [20] exhibit very high spatio-temporal locality
in their data access: they are designed to run to completion (i.e., they continue working on
a packet or batch until the work for that item is completed, leading to repeated accesses to
the same data), and they operate over incoming packets or batches in the order in which they
arrive (i.e., the current item being processed serves as an excellent predictor of the next one).
However, this structure is not realized in the memory layout of packetized buffers, and hence to
any cache optimizations, reads and writes appear unpredictable. Second, because every packet
is paired with a descriptor, the total amount of memory required to store all of the data required
for I/O increases, exacerbating last-level cache contention simply because more data needs to be
accessed. Indeed, prior work [61, 90] has repeatedly demonstrated that the size of the working
set for packet processing applications often outgrows the amount of cache space dedicated to
DDIO [40], negating the benefits of this hardware optimization to bring I/O data directly into
the cache. Using a different NIC interface that facilitates sequential memory accesses can drop

3We note here that the aforementioned performance penalty arises in spite of the fact that DPDK performs
mbuf-level software prefetching.

9



batch

M1 M2RX Ensō Pipe A M1 M2

M5

1

RX Ensō Pipe B

RX Notification Buf.

M3 M4

A B

3

M5M3 M4

A B

2

TailNIC

HeadSWHeadSW
HeadSW

HeadSW HeadSW

TailNIC

TailNIC

TailNIC

HeadSW

TailNICTailNIC

Figure 4: Steps to receive batches of messages in two Ensō Pipes.
the miss ratio from 6% to 0.2% for the L1d cache, and from 55% to 9% for the L2 cache.
Metadata Bandwidth Overhead: We observe that the packetized NIC interface requires the
CPU and the NIC to exchange both descriptors and packet buffers. This leads to the second
problem with the packetized interface: up to 39% of the CPU to NIC interconnect bandwidth is
spent transferring descriptors (Figure 3b). While NIC-CPU interconnect line rates are typically
higher than network line rates, the gap between them is relatively narrow. This is particu-
larly problematic for small transfers as the PCIe theoretical limit drops to only 85 Gbps with
64-byte transfers [66]. We also expect this gap to remain small in the future as a state-of-
the-art next generation server with a 400 Gbps Ethernet connection and 512 Gbps of PCIe 5.0
bandwidth would still bottleneck with 39% of bandwidth wasted on metadata. This observation
complements recent studies that also point to the PCIe as a source of congestion for transport
protocols [2].
In summary: By pairing every packet with a separate descriptor, the packetized NIC inter-
face was well designed for a previous generation of high-throughput networked applications
which needed to implement multiplexing in software. However, for today’s high-performance
applications, it introduces unnecessary performance overheads.

3.2 Ensō Overview
Ensō is a new streaming interface for NIC-application communication. Ensō’s design has three
primary goals: (1) flexibility, allowing it to be used for different classes of offloads operating
at different network layers and with different data sizes; (2) low software overhead, reducing
the number of cycles that applications need to spend on communication; and (3) hardware
simplicity, enabling practical implementations on commodity NICs.

Ensō is designed around the Ensō Pipe, a new buffer abstraction that allows applications
and the NIC to exchange arbitrary chunks of data as if reading and writing to an unbounded
memory buffer. Different from the ring buffers employed by the packetized interface (which
hold descriptors to scattered packet buffers), an Ensō Pipe is implemented as a data ring buffer
that contains the actual packet data.
High-level operation: In Figure 4 we show how an application, with two Ensō Pipes, receives
messages. Initially, the Ensō Pipes are empty, and the HeadSW and TailNIC point to the same

10



location in the buffer 1 . When the NIC receives messages, it uses DMA to enqueue them in
contiguous memory owned by the Ensō Pipes 2 . In the figure, the NIC enqueues two messages
in Ensō Pipe A’s memory, and three in Ensō Pipe B’s memory. The NIC informs the software
about this by also enqueuing two notifications (one for each Ensō Pipe) in the notification buffer.
The software uses these notifications to advance TailNIC and process the messages. Once the
messages have been processed, the software writes to a Memory-Mapped I/O (MMIO) register
(advancing HeadSW) to notify the NIC—allowing the memory to be reused by later messages
3 . Sending messages is symmetric, except for the last step: the NIC notifies the software that
messages have been transmitted by overwriting the notification that the CPU used to inform
the NIC that a message was available to be transmitted.
Ensō Pipe’s flexibility: Although Figure 4 shows the steps to send messages, because Ensō
Pipes are opaque, they can be used to transmit arbitrary chunks of data. These can be raw pack-
ets, messages composed of multiple MTU-sized packets, or even an unbounded bytestream. The
format of the data is dictated by the application and the offloads running on the NIC. Moreover,
Ensō Pipes’ opaqueness means that they can be mapped to any pinned memory within the
application’s memory space. Thus, by mapping both the RX and TX Ensō Pipes to the same
region, network functions and other forwarding applications can avoid copying packets. In our
evaluation (§3.3) we use this approach when implementing Maglev and a Network Telemetry
application.
Performance advantages of an Ensō Pipe: The fact that data can be placed back-to-back
inside an Ensō Pipe addresses both of the performance challenges we listed previously: First,
Ensō Pipes allow applications to read and write I/O data sequentially, thus avoiding chaotic
memory accesses. Second, as shown in Figure 4, inlining data in an Ensō Pipe removes the
need for per-packet descriptors, thus reducing the amount of metadata exchanged over the
PCIe bus, and reducing cycles spent managing (i.e., allocating and freeing) packet buffers.
Challenges: Although implementing a ring buffer for data transfer is, on its own, a simple idea,
coordinating the notifications between the CPU and the NIC to update head and tail pointers
turns out to be challenging.
Efficient coordination: The packetized interface coordinates incoming and outgoing packets by
‘piggybacking’ notifications in the descriptor queue itself. Each descriptor includes a ‘flag bit’
that can be used to signal when the descriptor is valid. Software polls the next descriptor’s flag
bit to check if a new packet arrived. We cannot use the same strategy for Ensō Pipes as they do
not assume a format for the data in the buffer, and hence cannot embed control signals in it.

Naïve approaches to notification can stress worst-case performance of MMIO and DMA. In
particular, concurrent accesses to the same memory address can create cache contention be-
tween the CPU and the NIC. Ensō uses dedicated notification buffers to synchronize updates to
head and tail pointers; when combined with batching and multiqueue processing, the notifica-
tion buffer approach reduces the threat of cache contention.
Notification pacing: Ensō Pipes are designed so that notifications for multiple packets can
be combined, reducing the amount of metadata transferred between the CPU and the NIC.
However, it is still important to decidewhen to send notifications: when sent too frequently they
waste PCIe bandwidth and add software overheads, but if sent too infrequently the core might
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be idle waiting for notification, thus reducing throughput. Ensō includes two mechanisms,
reactive notifications and notification prefetching, that control when notifications are sent. These
mechanisms are naturally adaptive, i.e., they minimize the number of notifications sent without
limiting throughput, and can be implemented without adding hardware complexity.
Low hardware complexity and state: Because the design of Ensō involves both hardware and
software, we must be careful to not pay for software simplicity with hardware complexity.
Ensō favors coordination mechanisms that require little NIC state. We aim for a design that is
simple and easily parallelized.
Target applications: Ensō implements a streaming interface that is optimized for cases where
software processes received data in order. Our evaluation (§3.3) shows that this covers a wide
range of network-intensive applications.

One might expect that the resulting design is ill-suited for applications that need to multi-
plex and demultiplex packets (e.g., virtual switches like Open vSwitch [74] and BESS [37]), as
such applications require additional copies with Ensō.4 However, perhaps surprisingly, Ensō
outperforms the packetized interface even when it requires such additional copies. When com-
paring the performance of an application that uses Ensō and copies each packet, to a similar
DPDK-based application that does not copy packets, using a CAIDA trace [15] (average packet
size of 462 B), we find that Ensō’s throughput is still 28% higher than DPDK’s (92.6 Gbps vs.
72.6 Gbps).

3.3 Evaluation Summary
We now give a summary of our experiments. Refer to the full paper [85] for all the microbench-
marks and applications.

3.3.1 Setup and Methodology

Device Under Test (DUT): We synthesize and run the Ensō NIC on an Intel Stratix 10 MX
FPGA NIC [46] with 100 Gb Ethernet and a PCIe 3.0 x16 interface. Most of the NIC design runs
at 250 MHz. Our baseline uses an Intel E810 NIC [42] with 100 Gb Ethernet and a PCIe 4.0 x16
interface, and uses DPDK to minimize software overheads. All our experiments are run on a
server with an Intel Core i9-9960X CPU [44] with 16 cores running at 3.1 GHz base frequency,
22 MB of LLC, and PCIe 3.0. We disable dynamic frequency scaling, hyper-threading, power
management features (C-states and P-states), and isolate CPU cores from the scheduler.
Packet generator: The packet generator machine is equipped with an Intel Core i7-7820X
CPU [43] with 8 cores running at 3.6 GHz base frequency, 11 MB of LLC, and PCIe 3.0. It includes
another Stratix 10 MX FPGA connected to the E810 and the FPGA on the DUT machine.

We found that existing high-performance packet generators such as DPDK Pktgen [93] and
Moongen [26] are unable to keep up with Ensō’s packet rate because their performance is lim-
ited by the packetized NIC interface. We thus implement EnsōGen, a packet generator based

4Note that this overhead only affects applications that multiplex/demultiplex packets, and does not apply to
software, e.g., TCP stacks, that processes packet data but might need to reorder packets. This is because reordering
packet data (rather than whole packets) requires a memory copy when using either interface.
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Figure 5: Raw packet rate. Ensō is bottlenecked by Ethernet while the E810 does not scale beyond two
cores. The dashed line represents the 100 Gb Ethernet limit.
on Ensō. EnsōGen generates packets from a pcap file, and can send and receive arbitrary-sized
packets at 100 Gbps line rate using a single CPU core. We use EnsōGen in all experiments except
for MICA, where we send requests from a MICA client.
Methodology: We measure zero-loss throughput as defined in RFC 2544 [12, 65] with a preci-
sion of 0.1 Gbps. We report median throughput and error bars for one standard deviation from
ten repetitions. We measure latency by implementing hardware timestamping on the FPGA,
which achieves 5 ns precision for packet RTTs. EnsōGen keeps a histogram with the RTT of
every received packet, which we use to compute median and 99th percentile latencies. PCIe
bandwidth measurements use PCM [19] and we obtain other CPU counters using perf [72]. To
evaluate MICA, we use the same methodology as the original paper [57] for consistency.

3.3.2 Microbenchmarks

Packet rate: We start by measuring how fast Ensō can process packets. We compare the
performance of an Ensō-based echo server to that of a DPDK-based echo server. On receiving
a packet, both versions increment a value in each packet’s payload and then send the packet
back out through the same interface. We increment the payload value to ensure that all packets
are brought into the processing core’s L1d cache. For the Ensō echo server, we use an RX/TX
Ensō Pipe, which lets it echo packets without copies.

Figure 5 compares the packet rate for Ensō and DPDK for different numbers of cores. Even
with a single core, Ensō is bottlenecked by Ethernet, achieving 148.8 Mpps. In contrast, the E810
with DPDK achieves 59 Mpps with a single core and does not scale beyond two cores, where it
peaks at 88 Mpps. Beyond two cores, the experiments with the E810 are bottlenecked by PCIe
bandwidth, which is insufficient for transferring packet data and descriptor metadata. As a
result, the number of packets dropped by the E810 NIC increases as we increase the number of
cores, and the zero-loss throughput decreases beyond two cores.
Reactive Notifications and Latency: Ensō is able to reduce metadata overhead by sending
notifications reactively. We measure the impact reactive notifications have on throughput and
latency, by comparing Ensō’s performance (reactive) to that of a variant of Ensō (per-packet)
that sends a notification for each packet. We again reuse the echo server from previous mi-
crobenchmarks for this.

Figure 6 shows the RTT (50th and 99th percentiles) as we increase load for both cases. While

13



0 25 50 75 100
O�ered load (Gbps)

0
10
20
30
40
50

La
te

nc
y

(µ
s) Reactive 99th pctl.

Reactive 50th pctl.
Per packet 99th pctl.
Per packet 50th pctl.

Figure 6: RTT for different loads when using a no-
tification per packet or reactive notifications with-
out notification prefetching.

0 25 50 75 100
O�ered load (Gbps)

0
10
20
30
40
50

La
te

nc
y

(µ
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Figure 7: RTT for different loads for the E810
as well as Ensō with and without notification
prefetching.

reactive notifications can sustain up to 100 Gbps of offered load, a design using per-packet
notifications can only sustain 50 Gbps. However, reactive notifications also add latency with
increased load.

We use notification prefetching to minimize latency under high loads.5 When using notifi-
cation prefetching, the software explicitly sends the NIC a request for notifications pertaining
to the next Ensō Pipe, while consuming data from the current Ensō Pipe. This effectively dou-
bles the number of notifications that the NIC sends to software at a high rate but ensures that
the software does not need to wait for a PCIe RTT before processing the next Ensō Pipe.

Figure 7 shows the RTT with an increasing load for Ensō with and without notification
prefetching and for an E810 NIC with DPDK. We observe that notification prefetching signifi-
cantly reduces Ensō’s latency, and allows us to achieve latency comparable to the E810, while
still sustaining 100 Gbps.

3.3.3 Application Benchmarks

We now evaluate how Ensō impacts the performance of real applications. We ported four dif-
ferent applications to use both DPDK and Ensō. These applications represent three classes of
network-intensive applications (raw packets, message-based, and streaming) that we expect to
be used with Ensō: Google’s Maglev Load Balancer [25], a network-telemetry application based
on NitroSketch [60], MICA Key Value Store [57], and a log monitor inspired by AWS Cloud-
Watch Logs [7]. To enable a fair comparison, we use the same processing logic for both DPDK
and Ensō-based implementations, changing only the wrapper code used to send and receive
packets. Moreover, we only enable simple traditional offloads on the NIC, e.g., RSS, Flow Di-
rector, and checksum, for both Ensō and DPDK. We expect Ensō to perform even better with
more offloads on the NIC.

Table 1 summarizes the performance we measure for all the applications that we evaluated
when using a single CPU core. Note how Ensō improves application throughput by up to 6×.
Besides throughput improvements, MICA also sees a reduction in latency of up to 43% when
using Ensō.

5By default Ensō does not prefetch notifications. Latency-sensitive applications may enable notification
prefetching at compile time.
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Application Ensō Throughput E810 Throughput
Maglev Load Balancer 138 Mpps 23 Mpps
Network Telemetry with NitroSketch 121 Mpps 33.9 Mpps
MICA Key-Value Store 7.6 Mops 5.8 Mops
Log Monitor 2–100 Gbps 2–53.2 Gbps

Table 1: Throughput obtained when running different applications with a single CPU core when using
Ensō or the E810 NIC with DPDK. Log monitor numbers are shown as ranges as they depend on the
target application.
3.4 Related Work

Direct application access: While giving applications direct access to the NIC has been a
common theme of research for more than three decades [8, 24, 27, 38, 56, 73, 83, 84, 89, 95, 96],
most work accepts the NIC interface as a given and instead look at how to optimize the software
interface exposed to applications. A notable exception is Application Device Channels [24],
which gives control of the NIC to the kernel while giving applications independent access to
different queues. We take inspiration from it in the way that we allow multiple applications to
share the same NIC.
Alternative NIC interfaces: There are also proposals that try to address some of the perfor-
mance and abstraction issues that we highlighted for the packetized interface.

In terms of performance, Nvidia MLX 5 NICs [22] provide a feature named Multi-Packet Re-
ceive Queue (MPRQ) that can potentially reduce PCIe RD bandwidth utilization with metadata
by allowing software to post multiple packet buffers at once. However, this is not enough to
completely avoid PCIe bottlenecks as the NIC still needs to notify the arrival of every packet,
consuming PCIe WR bandwidth. Another proposed change to the NIC interface is Batched
RxList [78]. This design aggregates multiple packets in the same buffer as a way to allow de-
scriptor ring buffers to be shared more efficiently by multiple threads, which in turn could help
them avoid the leaky DMA problem [90].

In terms of abstraction, U-Net [92] and, more recently, NICA [28] allow the NIC to ex-
change application-level messages directly. U-Net proposes a communication abstraction that
resembles part of what is now libibverbs (RDMA) [58] and NICA uses a similar mechanism
named “custom rings.” However, similar to the packetized interface, both U-Net and NICA use
descriptors and scattered buffers and, as such, inherit its performance limitations.
Application-specific hardware optimizations: Prior work has optimized the NIC for spe-
cific applications. FlexNIC [55] quantifies the benefits that custom NIC interfaces could have to
different applications. NIQ [30] implements a mechanism to reduce latency for minimum-sized
packets by using MMIO writes to transmit these packets. It also favors MMIO reads over DMA
writes for notifying incoming packets. NIQ’s reliance on MMIO means that it is mostly useful
for applications that are willing to vastly sacrifice throughput and CPU cycles to improve la-
tency. nmNFV [77] stores packet payloads on NIC memory, sending only the packet headers
inlined inside descriptors, which is useful for network functions that only need to modify the
header. This is orthogonal to Ensō’s interface changes and could also be used with it.
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Application-specific software optimizations: Some proposals avoid part of the overheads
of existing NICs with application-specific optimizations in software. TinyNF [76] is a userspace
driver optimized for network functions (NFs). It relies on the fact that NFs typically retransmit
the same packet after processing. It keeps the set of buffers in the RX and TX descriptor rings
fixed, reducing buffer management overheads. eRPC [52] is an RPC framework that employs
many RPC-specific optimizations. For instance, it reduces transmission overheads by ignoring
completion notifications from the NIC, instead relying on RPC responses as a proxy for comple-
tions. FaRM [23] is a distributed memory implementation. It uses one-sided RDMA to imple-
ment a message ring buffer data structure that has some similarities to an Ensō Pipe. However,
different from an Ensō Pipe, FaRM’s message buffer is not opaque (enforcing a specific message
scheme), must be exclusive to every sender, and lacks a separate notification queue (requiring
the receiver to fill the buffer with zeros and to probe every buffer for new messages).
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4 Nagare: A Programmable Host Interconnect
(Proposed Work)

We showed with Ensō how having the dataplane do data routing (demultiplexing) can greatly
simplify the interface between the NIC and the applications, leading to better performance and
flexibility. In this proposed work, we seek to apply some of the same principles that we used
when designing Ensō to device communication within a host. Our primary goal is to enable
direct communication among devices without CPU intervention.

In §2, we described how existing accelerator interfaces are designed for CPU control. As
a result, direct communication between accelerators requires coordination from the CPU. Al-
though there are proprietary techniques, such as GPUDirect [69], that allow direct communi-
cation between GPUs, NICs, and storage devices, they are not fundamentally different from
the CPU-controlled interface. GPUDirect still uses a similar interface based on shared memory,
simply moving the centralized control over the communication from the CPU to the GPU. As a
result, GPUDirect still suffers from similar issues as the CPU-centered designs, presenting lim-
ited scalability, and not being able to chain multiple devices efficiently. Moreover, GPUDirect’s
proprietary nature means that it is only applicable to GPUs and not interoperable with other
peripheral devices or even non-Nvidia GPUs.

We start by presenting a motivating example with a chain of accelerators and how existing
accelerator interfaces prevent us from realizing it efficiently (§4.1), outlining the challenges
that prevent direct device communication today (§4.2). We then briefly describe Nagare, our
proposal to enable direct device communication using a programmable host interconnect (§4.3)
and our plan to evaluate it (§4.4). Finally, we reflect on other use cases that are enabled by a
programmable host interconnect (§4.5).

4.1 Motivating Example: Accelerator Chain
Consider the example in Figure 8 where we want to perform machine learning inference on an
encrypted image received over the network. In this scenario, we aim for the NIC to send the
encrypted image to a decryption accelerator (e.g., Intel QAT [48]), which will then forward the
image to a machine learning accelerator (e.g., TPU [51]) to perform inference. Finally, the ML
accelerator will send the inference result back to the NIC.

Today, the shared-memory model requires the CPU to mediate the transfers between every
accelerator. As a result, data do not move directly between the accelerators in the chain, instead
being directed back and forth through the CPU. Table 2 shows the PCIe operations required
to implement the accelerator chain using the shared memory model. Note how the CPU is
interposed in every transfer, sending commands and data to the device and receiving the output

NIC (RX)
Encrypted Image

QAT
ML

Accel.
NIC (TX)

Decrypted Image Inference Result

Figure 8: Example of accelerator chain being used to implement machine learning inference on an
encrypted image.

17



Direction Data (PCIe Operation) Latency

NIC → CPU Encrypted Image (DMA WR) 1/2 PCIe RTT

CPU → QAT Command Notification (MMIO WR) 1/2 PCIe RTT
CPU → QAT Command (DMA RD) 1 PCIe RTT
CPU → QAT Encrypted Image (DMA RD) 1 PCIe RTT

QAT → CPU Decrypted Image (DMA WR) 1/2 PCIe RTT

CPU → ML Accel. Command Notification (MMIO WR) 1/2 PCIe RTT
CPU → ML Accel. Command (DMA RD) 1 PCIe RTT
CPU → ML Accel. Decrypted Image (DMA RD) 1 PCIe RTT

ML Accel. → CPU Inference Result (DMA WR) 1/2 PCIe RTT

CPU → NIC Descriptor Notification (MMIO WR) 1/2 PCIe RTT
CPU → NIC Descriptor (DMA RD) 1 PCIe RTT
CPU → NIC Inference Result (DMA RD) 1 PCIe RTT

Total Latency: 9 PCIe RTT

Table 2: Sequence of PCIe operations required to implement the chain in Figure 8 (NIC → QAT → ML
Accel. → NIC) with existing CPU-controlled interfaces.

Direction Data (PCIe Operation) Latency

NIC → QAT Encrypted Image (DMA WR) 1/2 PCIe RTT
QAT → ML Accel. Decrypted Image (DMA WR) 1/2 PCIe RTT
ML Accel. → NIC Inference Result (DMA WR) 1/2 PCIe RTT

Total Latency: 1.5 PCIe RTT

Table 3: Sequence of PCIe operations ideally required to implement the chain in Figure 8 (NIC → QAT
→ ML Accel. → NIC).
of the computation back. Besides the overhead of inefficient routing due to CPU interposition,
the CPU is also not able to efficiently push data to devices, requiring a combination of a CPU-
initiated MMIO write and a device-initiated DMA read to move data to every device. These two
factors combined result in the entire chain having a communication latency of 9 PCIe RTT.

If, instead of the CPU-controlled shared memory model, we let the devices communicate
directly, we can reduce the total communication latency of the same example chain to 1.5 PCIe
RTT (as shown in Table 3). To achieve this ideal communication latency, devices should be
able to push data directly to each other without CPU mediation. In the following section, we
discuss the challenges that prevent this from happening today and how an alternative based on
streaming can help.

4.2 Challenges Preventing Direct Communication Between Devices
Although the PCIe standard supports peer-to-peer communication among PCIe devices, the
shared memory model requires centralized coordination to decide where in memory to store
the data and what functionality will run in the device. When we assume that both the input
and output data reside in the host memory and will be accessed by the CPU, it makes sense to
have the CPU decide where to place the data. But this model imposes many challenges when the
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goal is to have the data traverse different devices. These challenges prevent us from achieving a
design that removes the CPU from the datapath. Here, we elaborate on each of these challenges
and argue how streaming can be used to address them:
Efficient data push: There are two main ways of moving data using the shared memory
model: “pull” or “push.” We can either have the sender transmit the address of the data to the
receiver device and have the receiver device fetch the data from this address (we refer to this
as “pull”); or have the receiver transmit a buffer address to the sender and have the sender
device store the data at this location (we refer to this as “push”). None of these strategies is
ideal. The pull strategy imposes an interconnect RTT as soon as we are ready to transfer the
data. The push strategy can mask the interconnect RTT by sending buffers ahead of time but
leads to fragmentation when we do not know the size of the data beforehand. Fragmentation
adds overhead due to unpredictable memory accesses as well as the need for the receiver to
recombine the data before processing. In addition, both strategies require that we exchange
metadata over the interconnect to coordinate pointers, which, as we saw in §3, can consume a
significant fraction of the interconnect bandwidth.
Solution – Streaming buffer : With streaming, we can implement data push without fragmen-
tation or the need to coordinate every piece of data. The sender does not need to know the
buffer address where it needs to send the data, it simply sends the data to a unified input buffer
(streaming buffer) in the device. Because data is always pushed after the previous one in the
same buffer, there is no need to coordinate a separate buffer for every piece of data or to frag-
ment the data.
Policy-Based Routing: Routing decisions between accelerators can be complex. As such,
having the CPU interposed in every transfer allows programmers to implement rich glue logic
and forwarding decisions. To be able to remove the CPU from the datapath, we should be able
to replicate similarly complex decisions without the CPU.
Solution – Streaming routing: With streaming, we can make complex routing decisions per
stream, instead of for every piece of data. The CPU is only used when establishing a new stream,
all subsequent data in the same stream is routed in the same way in the interconnect itself.
This preserves the richness of CPU-based routing, without requiring the CPU to be interposed
in every transfer. However, the ability to do routing on the dataplane, even if simple, requires
architectural changes to the existing host interconnect.
Device Control: Besides deciding what accelerator to send an output, we also need to decide
which commands should execute on the given accelerator and which state, if any, should be
available to the device. With CPU control, the CPU is also responsible for sending the right
command and state to the device.
Solution – Streaming state: Similarly to what we do when routing data, we can involve the CPU
only once per stream. When establishing a stream, the CPU decides not only the routing, i.e.,
the sequence of accelerators that the data should traverse, but also the functionality that each
of these devices should run. The dataplane will then store the sequence of commands that it
should send to each accelerator for a particular stream. The data plane should also keep state
associated with each stream that it can feed directly to accelerators with the corresponding data
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and commands.
Compatibility: The last challenge in removing the CPU from the datapath is that each de-
vice today exposes a slightly different interface, with their own data formats and sequence of
required transfers. Therefore, the role of the CPU extends beyond data routing and device con-
trol, being responsible for glueing the different device interfaces together. To replace the CPU,
the dataplane should be flexible enough to allow different accelerators with slightly different
interfaces to communicate.
Solution – Common streaming interface and dataplane programmability: Solving the compati-
bility issue requires two solutions. The first solution is to define a common streaming interface.
This will allow future accelerators to be more easily interoperable without glue logic. The
second solution is to allow programmability in the dataplane, allowing the dataplane to act
differently depending on the devices that we need to connect. This lets existing devices enjoy
some of the benefits of streaming without requiring hardware changes to the devices.

4.3 Achieving Streaming Through a Programmable Host Interconnect
Our proposal to enable efficient communication between peripheral devices is to make routing
decisions directly on the dataplane, in the host interconnect itself. The idea is to have devices
push data to the interconnect through streams and make the interconnect responsible for di-
recting the data to the right accelerator based on user-defined policies. Operators can specify
chains of accelerators using policy graphs, similar to those used to specify chains of network
functions in NFV [50, 59, 70].

Our system named Nagare relies on a programmable PCIe switch to implement policy-based
routing in the dataplane, relying only on the CPU to configure new streams. This switch exposes
a stream abstraction to devices. Its programmable nature should also allow us to integrate
existing peripheral devices that were not originally designed for streaming.
Architecture: We envision a PCIe switch architecture similar to RMT [11], where messages
traverse multiple pipeline stages and each stage can perform simple instructions with a fixed
number of cycles. These instructions can use message fields or registers as input or output. We
can use this architecture to process incoming PCIe messages, converting them to a different
kind or changing message fields, e.g., destination, depending on the desired functionality. The
switch should also be able to issue new messages as needed.

This architecture can guarantee a fixed latency overhead that depends on the number of
stages in the pipeline. For instance, if each stage of the pipeline requires 10 clock cycles, an
architecture with 10 stages running at 3 GHz would add a fixed latency overhead of only 33 ns
to existing PCIe switches. This is only a 9% increase in the one-way intra-host PCIe latency of
379 ns reported by previous work [39].
Push primitive: To allow devices to send data directly to each other, without CPU interven-
tion, the switch exposes a push primitive. This primitive allows devices to send data directly to
each other without having to be aware of the policy graph currently configured in the switch.
To implement the push primitive, the switch dedicates an addresses in the host address space to
each established stream. Devices simply need to send DMA writes to the corresponding address
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to push data to the right stream. The switch can then look at the incoming PCIe messages and
use the destination address to match the message to one of the open streams. Once the switch
determines the stream, it is able to route the message to the appropriate device following the
policy graph.
Working with existing accelerator interfaces: While the new push primitive allows new
devices to adopt streaming, it has limited applicability today as it does not help existing ac-
celerators. As discussed in §2.1, accelerators typically rely on a command queue stored in host
memory to allow the CPU to submit commands, as well as pointers to input and output data. To
be able to send data directly to existing devices, the switch needs to be able to use this interface.

Having a programmable PCIe switch allows us to bring streaming abstractions to exist-
ing devices, without requiring changes to the devices themselves. The switch can serve as a
glue between different devices that expose different interfaces. Note that the switch operation
required to interface with existing devices is not as complex as it may appear at first glance.
That is because the switch only needs to perform dataplane operations (i.e., sending data and
commands to the devices and routing the output to the next accelerator). Device configuration
should still be done from the CPU.

4.4 Evaluation Plan
We plan to evaluate Nagare using a combination of cycle-accurate simulation and ASIC synthe-
sis. Using cycle-accurate simulation helps us to understand the performance when integrating
the programmable switch with existing open-source accelerators [14, 54, 68] and NICs [32, 85].
ASIC synthesis will let us know the maximum clock frequency achievable, as well as the cost
of the design [86] (in terms of power and silicon die area).
Cycle-accurate simulator: We plan to use an existing PCIe simulation framework that im-
plements different components of the PCIe fabric [31], including the root complex, switches,
and devices. The framework also integrates with PCIe core implementations for both Intel and
AMD (Xilinx) FPGAs. This simplifies integration with existing accelerator and NIC designs.
Moreover, the framework is based on cocotb [16], which will allow us to quickly prototype
different design options.
ASIC synthesis: We plan to implement only the programmable component of the Nagare
switch in RTL. Then, we can synthesize the ASIC to understand the cost and performance
of the additional programmable component, without the need to reimplement an entire PCIe
switch. We have performed ASIC synthesis in a previous project [6] and plan to follow a similar
methodology.

4.5 Beyond Accelerator Chaining
While our main goal in this project is to implement accelerator chaining, a programmable host
interconnect enables many useful capabilities that extend beyond more efficient accelerator
communication. In particular, the same programmable architecture can also be deployed in the
PCIe root complex; this enables low-latency access to host memory and allows us to implement
dataplane functionality interposed between the CPU and other devices (e.g., policies [84]).
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Data push from CPU: Having programmability on the PCIe root complex also allows us to
expose the data push primitive to the CPU itself. One of the reasons for the many round trips
required by existing accelerator interfaces (e.g., Table 2) is that it is expensive for the CPU to
push data to devices using MMIO writes. As a result, the software running on the CPU usually
sends an MMIO write to inform the device that there are data available (doorbell). The device
then needs to explicitly pull the data using a DMA read. By implementing our programmable
architecture in the PCIe root complex, we can have the fabric itself send the data to the devices
in response to an MMIO write, reducing latency without adding CPU overhead. In addition,
the same push primitive can be used for efficient data copies, even when both the source and
destination addresses reside in host memory.
Interposed dataplane policies: The fact that the PCIe fabric interposes between every ac-
celerator allows us to implement policies such as access control efficiently. An operator may
restrict which devices are reachable from each other. For instance, an operator may not want a
particular device to be able to access the network or a storage device. Being able to implement
these kinds of policies in the host dataplane also simplifies manageability as it is easier to reason
about compared to enforcing the same policies from the devices themselves.
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5 Thesis Timeline

Semester Plan

Spring 2024 • Thesis proposal.
• Complete speaking and writing skills.
• Finish implementing Nagare in simulation.

Summer 2024 • Finish implementing Nagare in RTL.
• Submit Nagare short paper to HotNets ’24.
• Nagare experiments.

Fall 2024 • Paper writing.
• Submit Nagare to OSDI ’25.

Spring 2025 • Work on camera ready or resubmission to SOSP ’25.
Summer 2025 • Thesis writing.

• Thesis defense.

Table 4: Proposed timeline to finish thesis.
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